Model-based analysis and quantification of age trends in auditory evoked potentials
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Objectives:
The physiological basis for the changes in auditory evoked potentials (AEPs) during development and aging is currently unknown. This study investigates age- and task-related changes via a mathematical model of neuronal activity, which allows a number of physiological changes to be inferred.

Methods: A quantitative, physiology-based model of activity in cortical and thalamic neurons was used to analyze oddball AEPs recorded from 1498 healthy subjects aged 6–86 years.

Results: Differences between standard and target responses can be largely explained by differences in connection strengths between thalamic and cortical neurons. The time it takes signals to travel between the thalamus and cortex decreases during development and increases during aging. Strong age trends are also seen in intracortical and thalamocortical neuronal connection strengths.

Conclusions: Changes in AEP latency can be attributed to changes in the thalamocortical signal propagation time. Large changes in the connection strengths between neuronal populations occur during development, resulting in increased thalamocortical inhibition and decreased thalamocortical excitation. Standard and target parameters are similar in children but diverge during adolescence, due to changes in thalamocortical loop activity.

Significance: Model-based AEP analysis links age-related changes in brain electrophysiology to underlying changes in brain anatomy and physiology, and yields quantitative predictions of several currently unknown physiological and anatomical properties of the brain.

© 2010 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Studies of age trends in auditory evoked potentials (AEPs) have relied almost exclusively on phenomenological methods of analysis, such as component scoring. Although these studies provide tantalizing clues to developmental and aging trends, they have provided little information on the actual physiology underlying these changes. Our aim is to gain insight into the changes in the brain during development and aging by applying a physiology-based model of neuronal activity to oddball AEP waveforms, obtained from a very large sample of healthy subjects across a wide age range.

Component scoring of AEPs has yielded conflicting results for both developing and aging trends; these trends were investigated in Kerr et al. (2010) for the same 1498 subjects as used in this study. Only two component scores, target N2 and P3 latencies, show age trends that have been both consistently and widely reported. Target P3 latency decreases by 5–19 ms/year during development (Oades et al., 1997; Barajas, 1990), and increases by 0.6–3 ms/year during aging (Brown et al., 1983; Kerr et al., 2010). Target N2 latency decreases by 2–12 ms/year during development (Johnstone et al., 1996; Goodin et al., 1978) and increases by 0.5–1.4 ms/year during aging (Bahramali et al., 1999; Brown et al., 1983). One significant limitation of component scoring is that changes in amplitude can produce changes in latency, and vice versa, due to the superposition of adjacent components (Kerr et al., 2009).

Component scoring has been augmented by dipole modeling, which in principle allows additional spatiotemporal information to be obtained about the intracortical sources of the AEP. While the inverse problem of EEG source localization has no unique solution (Nunez, 1995), additional assumptions such as parsimony of sources and smooth changes in activity allow source location estimates to be made (Scherg and Von Cramon, 1986). Dipole studies are limited in that they require restrictive assumptions about the number, location, and nature of the sources – assumptions that are largely unconfirmed experimentally (for example, combined fMRI and dipole studies often find somewhat different source localizations; see Scarff et al., 2004). Although dipole modeling...
provides more detailed information on anatomy than other methods, it is limited in the additional information about physiology it can provide, except in terms of temporal source separation, for which more specific methods exist, such as independent component analysis (Makeig et al., 2002). Nonetheless, several interesting findings have been obtained using dipole modeling. Albrecht et al. (2000) found similar source localizations in both children and adults; the main age differences were the absence of the N1/P2 complex and longer component latencies in children. Ponton et al. (2002) also found no changes in source location, but unlike Albrecht et al. (2000), they found stronger developmental effects on amplitude than latency. In contrast, Čepioniénė et al. (2002) found evidence that dipole sources do change location between children and adults, at least for N1.

At least four important changes occur in brain anatomy and physiology during the developmental period investigated in this study (ages 6–20), even though the brain has already reached nearly adult size by age 6 (Lenroot and Giedd, 2006). First, myelination increases rapidly during childhood, and then more slowly through adolescence and early adulthood, such that the total amount of myelin nearly doubles between birth and age 20, at least in some regions of the brain (Benes et al., 1994). Second, gray matter density first increases and then decreases during childhood and adolescence, due to changes in synapse number and/or cell size (Giedd et al., 1999). There is a strong correlation between increasing white matter volume and decreasing gray matter density (Sowell et al., 2004), and different cortical areas mature at different rates: primary sensorimotor areas mature earlier than association areas (Giedd, 2008), with the dorsolateral prefrontal cortex among the last to mature (Lenroot and Giedd, 2006). Additional developmental changes include maturation of the neurofilaments of the axons in the superficial cortical layers (I–III) between the ages 5 and 12 (Moore and Guan, 2001), and possible increases in the activity of the dopaminergic neuromodulatory system through to adolescence (de Graaf-Peters and Hadders-Algra, 2006).

The anatomical and physiological changes in the brain during aging are more straightforward. There is substantial evidence that loss of and/or damage to the myelin sheaths occurs (Peters, 2002; Piguet et al., 2009), especially for small-diameter fibers (Marner et al., 2003), and especially in the frontal cortex (Sowell et al., 2004). This process begins at age 40–50 and accelerates with increasing age (Sowell et al., 2004). Gray matter loss during aging is also most pronounced in the frontal cortex (Bartozek et al., 2001), and is thought to result primarily from cell shrinkage and synaptic pruning, rather than actual cell loss (Sowell et al., 2004). Changes in chemical signaling systems also occur during aging, including decreased activity in both dopaminergic (Volkow et al., 2000) and cholinergic systems (Gallagher and Colombo, 1995).

Links between age-related changes in AEPs and age-related changes in anatomy or physiology have tended to be highly speculative, since the correspondence between scalp potentials and the neural mechanisms underlying them is indirect and incompletely understood. To help bridge this gap, we apply the Robinson et al. (1997, 2001) model to auditory oddball EP time series, thereby allowing estimates to be made of difficult-to-measure physiological quantities. This mathematical model, based on experimentally measured anatomical and physiological properties of the brain, describes the dynamics of, and interactions between, populations of neurons in the cortex and thalamus (Rennie et al., 2002; Robinson et al., 2002). This model builds in part on earlier models, such as those of Wilson and Cowan (1973), Nunez (1974), Freeman (1975), Steriade et al. (1990) and Wright and Liley (1996); however, in contrast to these related models, the Robinson et al. model has no unconstrained parameters, and each parameter corresponds to a particular physiological quantity. This model has previously yielded successes in explaining EEG spectra (Rowe et al., 2004) and their age trends (van Albada et al., 2010), sleep dynamics (Phillips and Robinson, 2007), seizures (Roberts and Robinson, 2008), and Parkinson’s disease (van Albada and Robinson, 2009; van Albada et al., 2009), as well as AEPs (Rennie et al., 2002; Kerr et al., 2008) and a range of other phenomena.

The current model is capable of accounting for all major AEP features across the entire age range, with the exception of target P3b. Reproducing this component would require a substantial increase in the physiological and/or anatomical complexity of the model, and at present there is not compelling evidence that the resultant increase in the model’s explanatory power would justify the increase in its complexity. The standard approach in modeling is to investigate comparatively simple models before additional details are introduced; this is the approach we take here, since alternative models of greater complexity would be less parsimonious than the current model. It should also be noted that the purpose of the model is to provide information on the physiological correlates of particular states (e.g., standard versus target responses), not to provide a detailed account of how the transitions between these states occur.

This paper is organized as follows. Section 2 describes the Robinson et al. model and the experimental data used in the study. Section 3 presents the results of fitting the model to the data, and describes the changes in parameter values due to task and age. Section 4 discusses possible physiological interpretations of these results, and compares them to existing literature.

2. Methods

2.1. Experimental data

Auditory oddball EPs were recorded from 1498 subjects (763 males, 735 females) with an age range of 6.1–86.6 years, shown in Fig. 1; the same subjects were recently used in studies of age trends in EEG spectra (van Albada et al., 2010) and AEP component

![Fig. 1. Cumulative distribution function (A) and density distribution function with one-year age bins (B) of all subjects across age (solid lines). Separate distribution functions for females (dashed lines) and males (dotted lines) are also shown. Approximately half the subjects were under age 19 (A, gray line).](image-url)
scores and deconvolution quantifications (Kerr et al., 2010). All subjects were healthy, and reported no history of brain injury, disease, or other medical conditions that could influence the normality of the EEG (van Albada et al., 2007). Data collection was done by Brain Resource Ltd. (Ultimo, NSW, Australia; www.brainresource.com) and results made available through the Brain Resource International Database (BRID) (Gordon et al., 2005).

Recordings were made at 26 electrode sites from an extension to the International 10–20 system, following previously published methods for acquisition and artifact removal (Rowe et al., 2004; Gordon et al., 2005). EEG data were recorded at a 500 Hz sampling rate and an A/D precision of 0.06 μV through a NuAmps (Neuroscan) amplifier using an averaged mastoid reference.

Subjects were presented binaurally, via headphones, with a series of standard and target tones (500 and 1000 Hz, respectively), at 75 dB SPL and lasting for 50 ms, with a constant ISI of 1 s, according to a standardized method (Gordon et al., 2005). Subjects were instructed to ignore standard tones, but to respond to target tones with a button press. There were 280 standard (82%) and 60 target (18%) tones presented in pseudorandom order, with the only constraint being that two targets could not appear consecutively. Total task duration was 6 min.

EEG data were corrected offline for eye movements according to a method based on that of Gratton et al. (1983). Only data from the Cz electrode were used for further analysis, as this electrode is relatively unaffected by muscle artifact (Saunders, 1984; Key et al., 2005); a full analysis of the spatial variation in age trends is beyond the scope of this study, and will be the subject of a forthcoming paper. AEP data were extracted from EEG recordings by averaging over a window from 0 to 0.6 s relative to stimulus onset; target and standard responses were averaged separately.

Since single-subject AEP waveforms do not have high enough signal-to-noise ratios for robust model fits, average AEPs were calculated. For investigation of the effects of task condition and for comparison to previous work, adult group average waveforms were computed by averaging over 212 subjects uniformly distributed in age from 20 to 40 years, since age trends are comparatively weak over this range. For investigation of age effects, we used data from all available subjects to estimate smooth life-span trends for each parameter. The 1498 subjects were ranked in order of increasing age, and partitioned into bins of 50 subjects each, with each bin except the first containing 45 subjects from the previous bin and five new subjects. Hence, the full age range was spanned with 290 bins (50 + 289 × 5 = 1495; the remaining three subjects were added to the final bin). The mean age for subjects in the youngest bin was 6.9 years, while it was 78 years for the oldest bin. Average standard and target waveforms for each of the 290 bins were computed by averaging over the 50 subjects in each bin. For investigation of sex differences in age trends, this procedure was also performed on males and females separately.

2.2. Model

The purpose of modeling is to allow estimates to be made of physiological and anatomical properties that are otherwise difficult or impossible to measure noninvasively. Electrical activity measured by a scalp electrode is the result of the activity of tens of millions of neurons; using a suitable model, this scalp activity can be used to provide information on various properties of brain, including the strength of connections between populations of neurons, how long it takes signals to travel between different parts of the brain (e.g., between the cortex and thalamus), and how much of cortex receives direct thalamic input as the result of an auditory stimulus.

The model used here describes how the average neuronal firing rate changes over time in five crucial populations of neurons. As shown in Fig. 2, these populations are: excitatory cortical pyramidal cells (denoted with the subscript e), inhibitory cortical interneurons (i), excitatory thalamic relay nuclei neurons (s), inhibitory thalamic reticular nucleus neurons (r), and excitatory sensory afferents (n). These populations are linked by well-known anatomical connections (arrowheads for excitatory connections; circles for inhibitory). Time delays (τ0/2, τu) are also shown.

Fig. 2. The Robinson et al. thalamocortical model, consisting of five neuronal populations: cortical excitatory and inhibitory (e and i, respectively), thalamic reticular (r), thalamic sensory (s), and sensory afferents (n). The excitatory and inhibitory populations (white and black boxes, respectively) are linked by known anatomical connections (arrowheads for excitatory connections; circles for inhibitory). Time delays (τ0/2, τu) are also shown.

To model evoked potentials, a brief subthalamic impulse is applied to the model, and the model's output (a prediction of the activity in cortical pyramidal cells) is compared to the experimental AEP time series. The model's parameters are then adjusted, and this process is repeated until the output of the model closely matches the experimental data. Since full mathematical detail of the model has been presented elsewhere (Rowe et al., 2004; Kerr et al., 2008), the remainder of this section qualitatively describes the model parameters. These can be divided into network parameters, stimulus parameters, connection strengths, and feedback parameters.

Network parameters describe the properties of individual neurons that are relevant to large neuronal populations (since only large neuronal populations contribute significantly to the EEG signal). The thalamocortical signal propagation time, τ0, is the average...
time it takes an impulse to travel from the thalamus to cortex and back. The cortical damping rate, \( \gamma_c \), is defined as the axonal propagation velocity \( v_0 \) divided by the characteristic axonal range \( r_n \), and its reciprocal characterizes the length of time waves of depolarization travel through the cortex before being damped. The parameters \( \beta \) and \( \alpha \) are the reciprocals of the rise and decay time constants of the dendritic membrane potential, respectively.

The stimulus reaching the cortex is considered to have a Gaussian profile in both space and time, and is described by five parameters. Its spatial and temporal locations are given by \( f_{as} \) and \( f_{cs} \), respectively, while its spatial and temporal widths are given by \( t_{as} \) and \( t_{cs} \), respectively. Its amplitude is determined by \( N \); however, this parameter also incorporates the conversion factor between changes in neuronal firing rate and scalp potential, and the strength of the connection from the brainstem to the cortex via changes in neuronal firing rate and scalp potential, and the strength of the connection from the brainstem to the cortex via changes in neuronal firing rate and scalp potential.

The strengths of the connections shown in Fig. 2 depend on one anatomical quantity (synapse number) and two physiological ones (neuronal excitability and postsynaptic potential strength). The strength of a connection between two populations of neurons is technically described as a gain, \( G_{\text{neu}} \), which is defined as the change in firing rate in neurons of one population (\( a \)) divided by the change in firing rate in neurons of other population (\( b \)). For example, if a 30% increase in the firing rate of cortical neurons (\( e \)) is caused by a 10% increase in the firing rate of thalamic neurons (\( s \)), then \( G_{\text{neu}} = 3 \). Hence, a gain of one implies equal changes in the firing rates of the two populations, while a negative gain implies inhibition. For example, \( G_{\text{neu}} = -1 \) means that a 10% increase in firing rate of inhibitory cortical neurons \( i \) will produce a 10% decrease in firing rate of excitatory cortical neurons \( e \). (Note: the physiological foundations of these quantities are described in detail in Robinson et al. (2004).) Gains between more than two populations of neurons are simply the product of the individual gains, written as \( G_{\text{neu}} \times G_{\text{neu}} = G_{\text{neu}} \). Hence, although there are 11 connections shown in Fig. 2, these can be combined into five compound gains: excitatory cortical \( G_{\text{exc}} \), inhibitory cortical \( G_{\text{in}} \), excitatory thalamocortical \( G_{\text{exc}} \), inhibitory thalamocortical \( G_{\text{in}} \), and inhibitory intrathalamic \( G_{\text{in}} \).

By combining these gains, it is possible to define three parameters which characterize the net feedback within different brain regions: \( X \) describes corticocortical feedback; \( Y \) describes thalamocortical feedback, and \( Z \) describes intrathalamic feedback. Additionally, \( X \) and \( Y \) can be combined into a fourth parameter, \( S \), which contains all five gains, and which describes global feedback. Each of these parameters is associated with an instability of a different frequency in EEG spectra (Robinson et al., 2002). These feedback parameters are listed in Table 1.

### 2.3. Fitting procedure

As outlined above, the model’s response to a brief subthalamic input is fitted to experimental AEP waveforms by varying the model’s parameter values. Initial parameter values for fits were obtained by performing preliminary fits to the adult group average target waveform, starting from the parameter values given in Kerr et al. (2008). Initial values and limits were chosen to maximize the following criteria: low \( \chi^2 \) (weighted sum of squares of residuals) for standard and target fits across all ages, physiological plausibility, and few free parameters. Low \( \chi^2 \) was used as the primary criterion, up to the point where model fits matched data to within uncertainty in the latter (i.e., ±2 standard errors). Fits were initially performed with random initializations (as described below), and all parameters were allowed to vary within the constraints provided by physiology (Rowe et al., 2004). A parameter was subsequently fixed if low \( \chi^2 \) solutions at all ages could be obtained with that parameter set to a constant value.

This procedure determined that the three criteria listed above were best satisfied using five fixed and eight free parameters, with the initial values and limits listed in Table 2. Due to the use of Monte Carlo methods, the choice of initial parameter values had negligible effect on the final fitted values, and hence the initial values of the fitted parameters do not reflect “ideal” or maximum-likelihood values, but instead were chosen to reduce computation time by maximizing the fraction of fits that satisfied the above three criteria.

Prior to fitting, a Monte Carlo method was used to vary the initialization of each parameter, using a uniform distribution of parameter values with a mean equal to the values listed in Table 2 and a range of 40% of the mean. Fitting was performed by adjusting the parameters using the Levenberg–Marquardt method of \( \chi^2 \) minimization (Press et al., 1992), with \( \chi^2 \) defined by

\[
\chi^2 = \sum_{j=1}^{n} \left( \frac{E(j) - R(j)}{W(j)} \right)^2,
\]

where \( E \) is the experimental AEP time series, \( R \) is the theoretical time series, \( W \) is a weight function, \( j \) labels data points in the time series, and the sum is over all \( n \) data points. The weight function is such that data points are weighted by a factor of 1/4 from 0 to 100 ms, 1 from 100 to 250 ms, 1/2 from 250 to 350 ms, 1/32 from 350 to 500 ms, and 1/512 from 500 to 600 ms. The precise form of the weight function has little effect on the final fits, and its function is primarily to ensure the gradient descent algorithm does not reach a local minimum before fitting the comparatively small number of data points that constitute the target P2–N2 complex. Additionally, the late (350–600 ms) part of the waveform is weighted less heavily during fitting, since ability of the model to fit all features in this range is limited by (i) the approximation that parameter values do not change over the duration of the epoch, and (ii) the restriction in this version of model to the pathways shown in Fig. 2 (Kerr et al., 2008).

The task of finding the optimal set of parameter values is complicated by several factors, including the high dimensionality of parameter space and the fact that it is possible to reproduce certain time series using more than one set of parameters. To obtain a representative sampling of parameter space, the Monte Carlo randomization of the initial parameters and the fitting procedure are repeated several thousand times. Once these fits have been calculated, a subset is selected based on three criteria. First, fits are excluded if their \( \chi^2 \) value is above a certain threshold, as this indicates that the fit did not find the global minimum. Second, fits are excluded if their parameters produce instability in the model (i.e., activity that grows exponentially with time), since the linear model used here is only valid for stable steady states. Third, fits are rejected if any of their parameters are unphysical or have values outside physiologically accepted limits.

The result of applying these selection criteria is that the parameter distributions are unimodal and approximately Gaussian.
which allows each distribution to be characterized by its mean value and standard deviation (SD). The parameters of these remaining trials are averaged to obtain an estimated value and uncertainty for each parameter. Uncertainties in parameters are largely determined by the size of the region of parameter space capable of producing acceptable fits, and it has been found empirically that one SD can be used as an estimate of this size (Kerr et al., 2008). Hence, while not statistically exact, parameter uncertainty can be estimated as ±1 SD for fits to single waveforms (as in Table 3).

### 2.4. Age regression analysis

Previous studies of age trends have either used linear or exponential forms, in which case separate lines of best fit are used for development and aging, or a single quadratic form over the full age range. However, none of these appears to match the form of the actual age trends, which instead: (i) appear to be linear at very young and old ages, (ii) change smoothly between development and aging trends, and (iii) have at most one change in slope. One of the simplest functions that meets all three requirements is given by (van Albada et al., 2010; Kerr et al., 2010):

\[
y = Cx + \frac{z(C - A)}{\ln 1 + \exp \left( \frac{I - x}{\tau} \right)} + D.
\]

where \( x \) represents the age, \( \tau \) is the width of the transition region between young and old ages, and \( A, B, C, \) and \( D \) are fitted variables. Although seemingly complicated, this formula merely describes a smooth interpolation between two straight lines which intersect at age \( I \). Goodness-of-fit is relatively insensitive to the parameter \( \tau \), so it was set to equal three years in all fits. In Fig. 3, the fitting function used here is compared with the three alternative functions described above, showing that this function most closely matches experimentally observed age trends.

Since the variables \( A \) and \( C \) describe the slope of the function at the “ages” \(-\infty \) and \( \infty \), respectively, we instead report a “development” slope, \( S_D \), which is the slope of the line of best fit at age 6, and an “aging” slope, \( S_A \), which is the slope of the line of best fit at age 86. Note that in most cases \( A \) and \( C \) are very similar to \( S_D \) and \( S_A \), respectively, so this correction is usually negligible. In addition to these development and aging slopes, we report \( M \), the median value obtained from fits to waveforms in the age range 20–40, when age-related changes are minimal. Finally, we report \( l \), since it corresponds to the age at which the age trend changes most rapidly. In cases where there is no clear change between development and aging trends, \( l \) cannot be calculated.

In order to track the median rather than the mean, fits were performed by minimizing the mean absolute difference, rather than squared deviations, between the line of best fit and the data. Optimization was achieved using a downhill simplex method (Nelder and Mead, 1965). Confidence intervals and standard errors for the variables and fits were obtained by bootstrapping with 1000 resamplings.

### 3. Results

#### 3.1. Group average adult fits

This section describes fits to the group average standard and target waveforms of the 212 adults aged 20–40 years; parameters of these fits are listed in Table 3. Goodness-of-fit of the group average standard and target waveforms was comparable to previously reported results for the group average standard (Kerr et al., 2008), even though five fewer parameters were fitted. Despite the differences in fitting method between the two studies (due to the additional constraints available from the present data), only one parameter, the intrathalamic gain \( G_{\text{intra}} \), differed considerably in value between Kerr et al. (2008) and here (Table 3).

Three parameters \( N \), the normalization factor; \( G_{\text{exc}} \), the excitatory thalamocortical grain; and \( G_{\text{intra}} \), the inhibitory thalamocortical gain) showed large differences between standard and target fits. By far the most notable change was in \( G_{\text{exc}} \), which was nearly 30 times larger in targets than standards. By comparison, \( G_{\text{intra}} \) was approximately 2.5 times larger in targets than standards, while \( N \) was nearly twice as large.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Group average fits</th>
<th>Kerr et al. (2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N ) (( \mu V ))</td>
<td>5.0 ± 2.4</td>
<td>9.0 ± 1.5</td>
</tr>
<tr>
<td>( l_0 ) (ms)</td>
<td>71 ± 15</td>
<td>67 ± 5</td>
</tr>
<tr>
<td>( r_1 ) (ms)</td>
<td>47 ± 19</td>
<td>40 ± 7</td>
</tr>
<tr>
<td>( G_{\text{exc}} )</td>
<td>107 ± 3.0</td>
<td>85 ± 26</td>
</tr>
<tr>
<td>( G_{\text{intra}} )</td>
<td>0.3 ± 0.7</td>
<td>0.8 ± 2.8</td>
</tr>
<tr>
<td>( G_{\text{intra}} )</td>
<td>5.5 ± 2.3</td>
<td>13.3 ± 2.2</td>
</tr>
<tr>
<td>( G_{\text{intra}} )</td>
<td>5.2 ± 0.6</td>
<td>7.0 ± 0.7</td>
</tr>
<tr>
<td>( r_1 )</td>
<td>0.3 ± 0.2</td>
<td>0.1 ± 0.1</td>
</tr>
<tr>
<td>( z )</td>
<td>0.35 ± 0.05</td>
<td>0.24 ± 0.08</td>
</tr>
<tr>
<td>( s )</td>
<td>0.8 ± 0.2</td>
<td>1.1 ± 0.2</td>
</tr>
</tbody>
</table>
Differences between AEP and resting eyes-open EEG parameter values were also observed. Compared to resting EEG, both standard and target AEPs showed stronger intrathalamic gains ($G_{rs}$), a shift from excitation towards inhibition in all feedback parameters (X, Y, Z, and S), and smaller thalamocortical signal propagation times ($t_0$).

The excitatory thalamocortical gain $G_{ere}$ was weaker in standard AEPs than in resting EEG, while the inhibitory thalamocortical gain $G_{ere}$ was stronger in target AEPs than in resting EEG.

### 3.2. Age trend fits

Age-related changes in waveforms were present throughout the entire age range, but were most rapid during development, with considerable changes in waveform morphology observed below age 20. Across all ages, fits to the moving average waveforms closely matched the major features of the data; several examples are shown in Fig. 4. Goodness-of-fit (as measured by $\gamma^2$) was best for age bins with a mean subject age of between 30 and 50 years; for standards, it was worst for bins with a mean age <10, while for targets it was worst for bins with a mean age between 15 and 30 years. No statistically significant sex differences were found; the results presented below are for the full dataset.

#### 3.2.1. Stimulus and network properties

Age trends in the stimulus and network properties of the model are shown in Fig. 5 and Table 4. During development the normalization factor $N$ decreased considerably in standards, and appeared to increase in targets, although this trend was not statistically significant. During aging, target $N$ remained constant, while standard $N$ increased approximately linearly, approaching the value for targets towards the upper limit of the age range used here. The thalamocortical signal propagation time $t_0$ showed similar trends in both standards and targets, except the turning point for targets appeared to be somewhat earlier than that for standards ($I = 16$ and 25 years, respectively). In both standards and targets, $t_0$ decreased dramatically during development, and increased more slowly during aging. Target $t_0$ was slightly smaller than standard $t_0$ over the entire age range, but this difference was not statistically significant at any given age.

The spatial stimulus width $r_s$ increased during development at similar rates in both standards and targets. During aging, target $r_s$ continued to increase, while standard $r_s$ showed no statistically significant change.

#### 3.2.2. Gains

Age trends in the model gains are shown in Fig. 6 and Table 5. The cortical excitatory gain $G_{ce}$ showed a considerable increase in strength during development in standards. The developmental changes in targets are difficult to interpret, and the significant scatter of points in this age range indicates that $G_{ce}$ may in fact have a fairly constant small value (~1) during development. The cortical inhibitory gain $G_{ci}$ presents a similar picture, with a large, significant increase in strength during development in standards, and large scatter during development in targets.

Both standards and targets show decreases in the strength of the excitatory thalamocortical gain $G_{ere}$ during development, but this change is much larger in standards (95% decrease) than targets (25% decrease). Standards and targets also both show unusual trends in the strength of the thalamocortical inhibitory gain $G_{ere}$, including a rapid change from near-maximal values to near-minimal values in targets during middle age. This parameter requires cautious interpretation, as discussed in Section 4.3.2. The strength of the intrathalamic inhibitory gain $G_{ri}$ was similar in standards and targets, both in terms of age trends and median values.

#### 3.2.3. Feedback parameters

Age trends in the feedback parameters, shown in Fig. 7 and Table 6, result from the trends in gains. The age trends in the cortical feedback parameter $X$ closely match the age trends in $G_{ce}$. During development, the thalamocortical feedback parameter $Y$ changes from being positive to being near zero in both standards and
targets. Although the magnitudes of these changes differ substantially, the median value in adults does not differ significantly between standards and targets. The intrathalamic feedback parameter $Z$ is directly proportional to $-C_{st}$, since in this study the values of $a$ and $b$ were not allowed to vary. The baseline stability parameter $S$ increased during development in both standards and targets. However, during aging, standards and targets showed opposite trends, with $S$ increasing in standards and decreasing in targets.

4. Discussion and summary

This study has used model-based fitting to provide information on the physiology underlying age trends in auditory oddball evoked potentials, using data collected from 1498 healthy subjects over an age range of 6–86 years. The approach applies the physiology-based neuronal activity model developed by Robinson and others (Robinson et al., 2002; Rennie et al., 2002; Kerr et al., 2008) to evoked potentials, providing a unified framework for analysis of both EEG and evoked potential phenomena (cf. van Albada et al., 2010). In contrast to phenomenological methods, such as component scoring, modeling allows specific and testable hypotheses to be formulated about the physiological changes that occur in the brain during development and aging. In addition to age trends, the differences in parameter values between standard and target AEPs were investigated; the effects of sex were also considered, but no statistically significant differences were found. This section discusses these results and uses them to make predictions about underlying physiology.

Crucially, modeling allows estimates to be made of quantities that are difficult or impossible to measure in vivo in humans. To
our knowledge, this study and its companion (van Albada et al., 2010) are the first to provide quantitative estimates of how neuronal connection strengths, thalamocortical signal propagation times, and stimulus properties change during development and aging. While it may eventually be possible to obtain more direct measurements of many (or even all) of the anatomical and physiological quantities described by the model parameters, modeling is currently the only approach that can provide estimates of these quantities.

Fits were good matches to data for at least the first 350 ms for both standards and targets across all ages, as shown in Fig. 4; thus, even the comparatively simple model used here was sufficient to explain all major features of the data, except target P3b. In comparison, other physiology-based models have focused on specific aspects of the auditory response, such as individual principal components (David et al., 2005; Kiebel et al., 2006) or the mismatch negativity (Garrido et al., 2007). The discrepancies between our model fits and some experimental waveforms after 350 ms suggest two future directions for development of the model. First, the present approximation of constant parameter values becomes less plausible as time from stimulus onset increases, due to effects such as thalamic gating and attentional focus; simple alternatives include linear, sigmoidal, or step-like changes between AEP and “resting-state” parameters. Second, AEP features of longer latency typically involve more complex interactions between brain regions, potentially including some that are not incorporated in the

![Fig. 5. Age trends in network parameters (labeled in each frame) for standards (left) and targets (right), showing values for each age bin (gray dots), lines of best fit (dashed lines) with 95% confidence intervals (shaded regions), and moving medians (solid lines). Line slopes and their significances are given in Table 4. The spike in standard Rs and corresponding dip in standard N during the ages of 13 to 17 is probably artifactual, as discussed in Section 4.3.1.](image)

Table 4

<table>
<thead>
<tr>
<th>Model</th>
<th>Fit</th>
<th>Standard</th>
<th>Target</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>$S_0$</td>
<td>$0.083 \pm 0.007$</td>
<td>$-0.04 \pm 0.04$</td>
<td>µV/year</td>
</tr>
<tr>
<td></td>
<td>$S_{95}$</td>
<td>$0.44 \pm 0.6$</td>
<td>$8.8 \pm 0.6$</td>
<td>µV</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$10 \pm 7$</td>
<td>$-$</td>
<td>years</td>
</tr>
<tr>
<td>$t_0$</td>
<td>$S_0$</td>
<td>$-1.8 \pm 0.4$</td>
<td>$-3.5 \pm 0.9$</td>
<td>ms/year</td>
</tr>
<tr>
<td></td>
<td>$S_{95}$</td>
<td>$0.5 \pm 0.1$</td>
<td>$0.46 \pm 0.06$</td>
<td>ms/year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$66 \pm 6$</td>
<td>$62 \pm 4$</td>
<td>ms</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$25 \pm 6$</td>
<td>$16 \pm 5$</td>
<td>years</td>
</tr>
<tr>
<td>$r_s$</td>
<td>$S_0$</td>
<td>$2.3 \pm 0.6$</td>
<td>$2.2 \pm 1.0$</td>
<td>mm/year</td>
</tr>
<tr>
<td></td>
<td>$S_{95}$</td>
<td>$-0.03 \pm 0.03$</td>
<td>$0.06 \pm 0.03$</td>
<td>mm/year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$44 \pm 2$</td>
<td>$41 \pm 2$</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$-$</td>
<td>$8 \pm 4$</td>
<td>years</td>
</tr>
</tbody>
</table>
We have shown that changes in AEP waveforms due to age and task conditions can be successfully explained by changes in model parameters, but the causes of these changes require further explanation. Two mechanisms exist that would be expected to produce parameter changes on the short time scales necessary for differentiation between standard and target stimuli (Kerr et al., 2008).

First, changes in firing rates in the neuromodulatory system, including cholinergic, noradrenergic, and dopaminergic neurons, occur during attentional modulation (Schultz et al., 1997; Williams, 2005; Herrero et al., 2008). These changes would affect many model parameters, especially the gains (Clearwater et al., 2008), which were the only parameters found to differ significantly between standard and target AEPs. A second possibility is that standard and target AEPs are produced by distinct (or partially distinct) cortical networks; if their intrinsic parameter values differ, activation of these different networks would have effects similar to a parameter change in a single network. In addition to uncertainty regarding the extent to which each of these mechanisms contribute to the observed parameter changes, it is unknown what causative factors underlie them (i.e., what leads to the release of neurotransmitters and/or the activation of particular networks). Solving this problem would require detailed knowledge of information-processing aspects of the brain, including a computational model of novelty detection (Ranganath and Rainer, 2003), that is beyond the scope of the present work. In the interim, the present results can be interpreted with either of these mechanisms in mind.

4.1. Comparison with previous work

Parameter values for adult standard fits were generally similar to those obtained in Kerr et al. (2008), although several parameters showed statistically significant differences, due to the differences in methods used in the two studies. Only one waveform, the group average standard, was analyzed in the previous study, and this was not sufficient to fix any of the 13 model parameters to a single

Fig. 6. Age trends in dimensionless gains (labeled in each frame) for standards (left) and targets (right), showing values for each age bin (gray dots), lines of best fit (dashed lines) with 95% confidence intervals (shaded regions), and moving medians (solid lines). Line slopes and their significances are given in Table 5.
value with confidence. Additionally, the only criteria that were available in that study to choose parameter values were goodness-of-fit and consistency with physiological estimates and EEG parameters. In contrast, the nearly 300 standard and target waveforms used in this study provided strict constraints on both the fit parameters and the fitting method itself. It was found that only eight fitted parameters were needed to model standard and target waveforms across the entire age range. The remaining five parameters were fixed, some to values outside the ranges found in Kerr et al. (2008), although all parameters were still well within physiological limits. This was necessary so that standards and targets, as well as age trends, could be fitted with the fewest possible param-

<table>
<thead>
<tr>
<th>Model</th>
<th>Fit</th>
<th>Standard</th>
<th>Target</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gee</td>
<td>$s_0$</td>
<td>$0.7 \pm 0.4$</td>
<td>$0.004 \pm 0.004$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$s_1$</td>
<td>$-0.02 \pm 0.01$</td>
<td>$0.004 \pm 0.006$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$3.8 \pm 0.4$</td>
<td>$1.1 \pm 0.6$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>—</td>
<td>—</td>
<td>years</td>
</tr>
<tr>
<td>Gei</td>
<td>$s_0$</td>
<td>$-2.2 \pm 1.3$</td>
<td>$-0.02 \pm 0.03$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$s_1$</td>
<td>$-0.01 \pm 0.01$</td>
<td>$-0.02 \pm 0.01$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$-10.3 \pm 0.5$</td>
<td>$-7.4 \pm 0.8$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>$4 \pm 2$</td>
<td>—</td>
<td>years</td>
</tr>
<tr>
<td>Gese</td>
<td>$s_0$</td>
<td>$-1.7 \pm 0.6$</td>
<td>$-1.4 \pm 1.0$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$s_1$</td>
<td>$0.02 \pm 0.03$</td>
<td>$0.04 \pm 0.03$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$8.8 \pm 0.4$</td>
<td>$8.1 \pm 1.3$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>$18 \pm 7$</td>
<td>—</td>
<td>years</td>
</tr>
<tr>
<td>Gesre</td>
<td>$s_0$</td>
<td>$0 \pm 13$</td>
<td>$-1.0 \pm 1.0$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$s_1$</td>
<td>$-0.21 \pm 0.08$</td>
<td>$0.21 \pm 0.05$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$-3.0 \pm 3.0$</td>
<td>$-8.7 \pm 2.5$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>—</td>
<td>$17 \pm 15$</td>
<td>years</td>
</tr>
<tr>
<td>Gsrs</td>
<td>$s_0$</td>
<td>$-0.30 \pm 0.07$</td>
<td>$-0.3 \pm 0.2$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$s_1$</td>
<td>$-0.010 \pm 0.006$</td>
<td>$0.011 \pm 0.008$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$-4.2 \pm 0.4$</td>
<td>$-4.0 \pm 0.6$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>$21 \pm 6$</td>
<td>$12 \pm 10$</td>
<td>years</td>
</tr>
</tbody>
</table>

Fig. 7. Age trends in dimensionless feedback parameters (labeled in each frame) for standards (left) and targets (right), showing values for each age bin (gray dots), lines of best fit (dashed lines) with 95% confidence intervals (shaded regions), and moving medians (solid lines). Line slopes and their significances are given in Table 6.
The cortical feedback was found for resting EEG spectra (70/60). This loop also appears to be strongly active in resting EEG, in which the gain differed between resting EEG and standard AEP fits. The strength of the thalamocortical excitatory gain is also large (Rowe et al., 2004). In contrast, the value of Gse (shown in Table 5), indicating that it may not be robust. These results indicate that both EEG and AEP phenomena can be obtained from strikingly similar locations in parameter space: changes between resting EEG and either target or standard AEP states correspond to changes in only a small number of parameters, a finding which is strong evidence of the model's fundamental validity.

In addition to the differences in fitted parameters described above, the values of two fixed parameters were significantly different from values obtained previously for resting EEG. The cortical damping rate $\gamma$ was fixed to a much larger value (400 s$^{-1}$) than found for resting EEG spectra (70 ± 30 s$^{-1}$) (Kerr et al., 2008). This parameter is the axonal transmission velocity divided by the characteristic axonal range. Since the axonal transmission velocity is unlikely to change substantially between the cortical networks responsible for EEG and AEP generation, we predict that the networks underlying AEPs have shorter axonal connections than those underlying ongoing EEG activity. Additionally, the dendritic rate constant $\tau$ was fixed to a significantly smaller value (12 s$^{-1}$) than found in EEG fits (100 ± 40 s$^{-1}$) (Kerr et al., 2008). We would thus predict that AEP networks depend more heavily on neurotransmitter receptors with slow kinetics, such as GABA$_B$ and NMDA glutamate receptors, as compared to the networks involved in producing resting EEG activity.

### 4.2. Task effects on parameters

To investigate the effects of task condition (i.e., standard or target stimuli) on parameter values, standard and target parameters were compared using two different methods: fits to the group average waveform of subjects aged 20–40, and the median values of fits to moving average waveforms over the same age range. This age range was chosen as it excludes the majority of both development and aging trends, so is least likely to be affected by these confounds. Only two parameters were found to have significantly different values in standards (S) and targets (T) using both methods: the excitatory thalamocortical gain $G_{exc}$, and the normalization factor $N$.

The main morphological difference between standard and target waveforms is the presence of an N2 component in targets, which is accounted for in the model by a significantly larger magnitude of $G_{exc}$ compared to $G_{exc}$, as shown in Tables 3 and 5. Physiologically, this result implies that N2 is the result of cortical activation caused by an excitatory thalamocortical feedback loop. This loop also appears to be strongly active in resting EEG, in which $G_{exc}$ is also large (Rowe et al., 2004). In contrast, the value of $G_{exc}$ is not statistically different from zero in standards, implying a suppression of the activity in this loop. A plausible functional interpretation of this framework is that target stimuli require further processing (and hence require excitatory feedback), whereas standard stimuli do not (and hence the brain needs to return to resting state in order to prepare for subsequent stimuli).

The larger magnitude of $N^{(T)}$ compared to $N^{(S)}$ implies a stronger gain from the brainstem to the cortex (via the thalamus) in targets as compared to standards. This is because neither of the other contributors to N – the stimulus amplitude at the level of the auditory nerve, or the conversion factor between neuronal firing rates and scalp potential – would be expected to change with task condition. This predicted change in gain may underlie aspects of the brainstem and/or thalamic components of the orienting response (Isa and Sasaki, 2002).

### 4.3. Age effects on parameters

All parameters showed at least one age trend in either standards or targets that was statistically significantly different from zero. In general, standard parameters changed more during development than during aging, while the opposite was true of target parameters. This suggests that, compared to standards, the targets are closer to adult form by age six, and are more heavily dependent on those cortical networks most vulnerable to the degenerative effects of aging. This view is consistent with findings that target component latencies increase more rapidly with age than standard component latencies (Kerr et al., 2010), and with an aging study by

### Table 6

<table>
<thead>
<tr>
<th>Model</th>
<th>Fit</th>
<th>Standard</th>
<th>Target</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>$S_0$</td>
<td>$0.07 \pm 0.03$</td>
<td>$-0.004 \pm 0.006$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$S_{Sp}$</td>
<td>$-0.0083 \pm 0.0007$</td>
<td>$0.004 \pm 0.002$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$0.32 \pm 0.04$</td>
<td>$0.10 \pm 0.05$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$13 \pm 7$</td>
<td>$38 \pm 38$</td>
<td>years</td>
</tr>
<tr>
<td>Y</td>
<td>$S_0$</td>
<td>$-0.08 \pm 0.02$</td>
<td>$-0.1 \pm 0.3$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$S_{Sp}$</td>
<td>$-0.0018 \pm 0.0008$</td>
<td>$0.004 \pm 0.004$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$-0.05 \pm 0.05$</td>
<td>$0.0 \pm 0.1$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$18 \pm 5$</td>
<td>—</td>
<td>years</td>
</tr>
<tr>
<td>Z</td>
<td>$S_0$</td>
<td>$0.028 \pm 0.009$</td>
<td>$0.01 \pm 0.02$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$S_{Sp}$</td>
<td>$0.0008 \pm 0.0006$</td>
<td>$-0.0009 \pm 0.0006$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$0.35 \pm 0.03$</td>
<td>$0.33 \pm 0.05$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$20 \pm 7$</td>
<td>—</td>
<td>years</td>
</tr>
<tr>
<td>S</td>
<td>$S_0$</td>
<td>$0.026 \pm 0.005$</td>
<td>$0.04 \pm 0.02$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$S_{Sp}$</td>
<td>$0.005 \pm 0.002$</td>
<td>$-0.007 \pm 0.003$</td>
<td>per year</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>$0.73 \pm 0.08$</td>
<td>$0.9 \pm 0.2$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$I$</td>
<td>$27 \pm 9$</td>
<td>$17 \pm 10$</td>
<td>years</td>
</tr>
</tbody>
</table>
Williams et al. (2008), which involved a wide range of psychometric and psychophysiological measures. This study concluded that early automatic responses (e.g., N1) were spared or even improved during aging, while later controlled responses (e.g., P3) declined with age.

4.3.1. Stimulus and network parameters

The normalization factor $N$ in standards showed a large decrease during development, followed by a gradual increase during aging. In contrast, $N^{(5)}$ appeared to be nearly constant across age. While $N^{(5)}$ and $N^{(7)}$ differed by a factor of two during early adulthood, their values were similar at very young and very old ages. This finding may also be related to changes in the orienting response, which improves during development (Mezzacappa, 2004), but declines with age (Cabeza et al., 2004).

The changes in the thalamocortical signal propagation time $t_0$ in standards and targets are consistent with the changing amount and quality of myelin in the brain (Allison et al., 1983, 1984; Peters, 2002; Sowell et al., 2004). Specifically, myelination increases considerably during development, leading to increased transmission speeds (Sowell et al., 2004). Although axon lengths in the central nervous system increase during development, this effect is slight in children over the age of five (Ponton et al., 1993), and hence changes in myelination are likely to dominate the effect on $t_0$. There is conflicting evidence whether the amount of myelination declines during aging, whether its quality deteriorates, or both (Peters, 2002; Piguet et al., 2009), but in any of these cases, $t_0$ would be expected to increase during aging. These changes in $t_0$ provide a unified explanation of the decreases in latencies of the N2 and P3 components in targets during development, as well as their increases during aging.

The most dramatic age-related change in AEPs is the “inversion” of the waveform between young children and adults, in which the childhood waveform morphology (a positive component followed by a negative one) changes to adult morphology (a negative component followed by a positive one), as shown in Fig. 4. In the model, this change is largely produced by the increase in the stimulus width $r_s$ observed in both standards and targets. This parameter affects the dispersion of waves of neuronal activity in the modeled cortex; depending on the superposition of these waves, either an initial negativity or an initial positivity is produced.

The age range over which waveform inversion occurs (6–10 years) is similar to the age range during which neurofilaments in the superficial cortical layers mature (5–12 years) (Eggermont and Ponton, 2003), and these are similar to the ages during which $r_s$ changes most rapidly, especially in targets. Neurofilament development would produce greater effective connectivity in the cortex, which would correspond to a larger value of $r_s$. Both $r_s^{(5)}$ and $r_s^{(7)}$ have similar values at age 6 (30–35 mm), and increase at similar rates until about age 12. The large “spike” seen in $r_s^{(10)}$ between the ages of 13 and 17 appears to be artificial. Above a certain value (which depends on $\gamma$ and $r_m$, but is approximately 45 mm in present case where $\gamma = 400 \text{ s}^{-1}$ and $r_m = 150 \text{ mm}$), further increases in $r_s$ have little effect on the waveform other than decreasing its amplitude. Since $N$ also modulates the waveform’s amplitude, changes in these two parameters can counteract each other, leading to increased uncertainty in both. This effect is evident in Fig. 5, where the rapid increase in $r_s^{(5)}$ coincides with a rapid decrease in $N^{(5)}$.

4.3.2. Gains

The strength of both excitatory and inhibitory cortical gains ($G_{ee}$ and $G_{ri}$, respectively) increased in standards during development. This suggests increased cortical involvement (but not necessarily activity) in the processing of standard stimuli during development. In contrast, $G_{es}^{(5)}$ and $G_{es}^{(7)}$ showed no clear age trends.

In standards, the excitatory thalamocortical gains $G_{es}$ decreased over the course of development from a near-maximal value to a value close to zero. In contrast, the developmental decrease in $G_{es}^{(7)}$ was smaller, and appears to be complete by age 10. This suggests that $G_{es}$ is the parameter most responsible for the increasing difference between standard and target waveforms with age. Functionally, this result suggests the following interpretation: in young children, all stimuli result in positive feedback in the thalamocortical loop; however, this network is gradually “turned off” for standard stimuli, so only the behaviorally-relevant target stimuli lead to this additional activity.

The age trends in the inhibitory thalamocortical gain $G_{re}$ are striking for their large magnitudes and time courses, such as the step-like change in $G_{re}^{(5)}$ during ages 40–50. These results should be interpreted with caution: the large scatter of data points in Fig. 6 suggests that $G_{re}$ is poorly constrained in this region of parameter space, and these age trends may not be robust.

The inhibitory intrathalamic gain $G_{re}$ showed only one significant age trend: a comparatively rapid increase in magnitude during development in standards. The role of $G_{re}$ is more difficult to discern than those of the other gains; large values of $G_{re}$ lead to spindles (15 Hz) activity (Robinson et al., 2005), but otherwise its effect is subtle. The thalamic reticular nucleus (TRN) has been implicated in the direction of attention (Mitrifanis and Guillery, 1993; Guillery et al., 1998), so it may appear surprising that there is not a greater difference between $G_{es}^{(5)}$ and $G_{es}^{(7)}$. However, if the TRN causes changes in attention, then it follows that $G_{es}$ would not initially differ between standards and targets, since until reaching the TRN these two stimuli would be treated similarly.

4.3.3. Feedback parameters

The gains discussed above can be combined into four feedback parameters $(X, Y, Z, S)$ that characterize the balance of excitation and inhibition in different areas of the brain, as described in Table 1 (Robinson et al., 2002). The cortical feedback parameter $X$ shows similar age trends as $G_{es}$, since $G_{es}$ does not change in targets and only changes in standards when $G_{es} \approx 0$. The balance between excitation and inhibition in the thalamocortical loop, parameterized by $Y$, decreases considerably in standards during development, such that whereas this network provides net excitation below age 20, it provides net inhibition above that age. The age trends in $Y^{(7)}$ are not statistically significant. As stated in Section 3.2.3, age trends in the intrathalamic feedback parameter $Z$ are equivalent to those in $G_{re}$, since $\alpha$ and $\beta$ are fixed.

Both $X$ and $Y$ parameters contribute to $S$, the stability of zero-frequency activity in brain. This parameter increases in both standards and targets during development. In general, the stability of a system parameterizes a tradeoff between quick reaction time (optimized by low stability) and quick recovery time (optimized by high stability). Increasing $S$ during development suggests a change towards improved recovery time, and this change has been observed experimentally in terms of the interstimulus interval needed to elicit the N1 component (Čeponienė et al., 2002).

4.4. Conclusions and future directions

To our knowledge, this paper provides the most comprehensive account of AEP generation using physiology-based models to date, as it accounts for all components except target P3b. Additionally, the physiological explanations given above suggest plausible mechanisms by which age-related changes in AEPs could arise. Many of these mechanisms – such as increased myelination during development leading to decreased latency – have previously been suggested as explanations of age trends in AEP component scores.
However, these explanations have tended to be quantitatively imprecise, and have often been based on unknown causative links. While the explanations given above are still tentative, they are more explicit than those typically offered to explain changes in component scores, and hence are more directly linked to the fundamental actions of drugs and intrinsic neuromodulators. For example, we make the predictions that (i) standard and target stimuli produce subcortical responses of similar magnitude in young children, but these magnitudes diverge during adolescence; (ii) neurons linking the thalamic sensory nuclei and the cortex are approximately an order of magnitude more excitable in response to target compared to standard stimuli; and (iii) myelination increases conduction velocity in thalamocortical fiber tracts by roughly 50% between the ages of 6 and 20. These predictions are more readily testable experimentally than are qualitative statements such as “increased myelination leads to decreased component latency”. In future work, the findings presented here will be extended to additional electrodes, and will be compared to age trends obtained from evoked potential deconvolution (Kerr et al., 2009), EEG spectral fitting (van Albada et al., 2010), and alpha peak quantification (Chiang et al., 2008).
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